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Introduction 1

0.1 Introduction

Iron ion implantation into silicon is a suitable way for the formation of buried semicon-

ducting iron disilicide ( 2) layers which have interesting and promising prop-

erties and o er various applications. The 2 phase is orthorhombic with lattice

constants = 0 9865 , = 0 7791 , and = 0 7833 at room temperature [1].

The 2 is a novel direct band gap semiconductors with = 0 85 0 87 ,

which matches the wavelength of 1 5 of silica optical fibers [2, 3 , 4, 5]. Thus,

making it suitable for optoelectronic communications. Therefore, 2 phase is

potentially of interest for use in future solar cells, infrared detectors and light emitters

as well as thermoelectronics devices [6]. The 2 is also known to be a Kankyo

semiconductor (ecological friendly semiconductor)[7].

Several techniques have been used for the preparation of 2, such as

reactive deposition epitaxy [8], pulsed laser deposition (PLD) [9], ion beam assisted

deposition (IBAD)[10, 11] and ion beam mixing (IBM) [12, 13]. Previous studies

showed that the most 2 with the best results was fabricated by ion beam

synthesis (IBS) [4, 14, 15, 16]. Conventional technique consists of two steps. First,

incident ions with very high energy and dose are implanted into silicon substrates, and

second, after implantation, annealing is conducted to remove the residual damage

induced by the implantation process and to redistribute the implanted ions into a

well-defined layer.

The aim of this thesis is to study in details the structural and optical properties

of iron silicide formed by ion beam synthesis. This thesis is organized as follows:

Chapter 1 introcduces the most important properties of silicides and thin film

formation. The basic concepts concerning epitaxial layers on a substrate and ion

beam synthesis (IBS) are explained.

In Chapter 2: (Part I) The concepts of a wide variety of analysis techniques such

as Rutherford backscattering spectrometry (RBS), X-ray diffraction (XRD) and trans-

mission electron microscopy (TEM) are explained. In Part II, these techniques have

been applied to investigate the structural properties of the synthesized materials.

Chapter 3 focuses on general concepts of optical analyzing techniques. In this

chapter, we report the vibrational properties and PL emissions of the 2

investigated by infrared (IR), Raman spectroscopies and photoluminescence (PL).

In Chapter 4 we study the structural and optical properties of 2 phase

prepared by IBS at different implantation temperature of substrate and different dose.

Finaly, the Thesis is summarized.



Chapter 1

Silicides and thin film formation

1.1 Introduction

The applications of -based binary systems in the microelectronics industry [17] have

stimulated silicide research over the last years. The ever increasing demand of a larger

integration requires the manufacture of smaller and smaller devices. This can be ac-

complished only by developing new materials able to bridge the relevant technological

problems. Thus, the needs to scale down transistors prompted the use of silicides to

decrease junction resistivities. In this context, silicides are being successfully used

in the latest generation of chips because they exhibit several unsurpassed properties

when compared to other materials, for instance their ability to form stable contacts

with . On the other hand, -based binary systems have received a lot of attention

in Surface Science because of their interesting fundamental physics. Both reactive

and non-reactive interfaces can be obtained when a second element is implanted or

deposited onto a Si substrate [18].

In the case of a metal, the formation of a Schottky barrier takes place [19]. Most

metal/silicon interfaces are reactive and in this case a silicide layer is formed after

metal deposition. Silicides can be classified in three large groups. In the first group

we find refractory-metal silicides, used because of their high thermal stability (e.g.

2 and 2). The second group are near-noble metal silicides, characterized by

a low chemical reactivity, as and 2[20]. Finally, rare-earth metal silicides

(like 2) are able to absorb infrared light and thus are investigated as potential

constituents of infrared detectors. If we restrict ourselves to transition metal silicides,

excellent perspectives exist for future use of 2. This compound has been imple-

mented down to 0 1 technology without problems. Other interesting features are

its excellent epitaxial growth on Si [21], which favor more stable contacts. Other good

2
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candidates are 2 [22]and 2.

1.2 Fe-Si system

The reacted silicides often assume crystal structures that are stabilized in thin-film

geometry only and are not present in the silicon—metal bulk phase diagram. In the

case of iron, to which we focus in the present work, the bulk phase diagram contains

three stable crystal structures for certain atomic compositions at room temperature

[23] as displayed in figure 1.1. We concentrate in particular on the example of 50%

atomic content, where semimetallic crystallizes in the 20 structure,

[24, 25] and of 67% atomic content, where the semiconducting 2 phase

develops in orthorhombic crystal structure [25]. At this composition, an additional

metallic phase, 2 is stable at elevated temperatures of above 950 [25]. Ultra

thin films, however, assume different crystal structures as reported by several groups

[26, 21]. At 1:1 stoichiometry, instead of a phase of crystal structure

( ) has been reported [21, 27, 28, 29]. The phase at 67% silicon exhibits also a

symmetry different from the bulk with, however, the structure still under debate. The

2 structure ( 2), an iron depleted defect structure and an 2

derived structure have been proposed [30, 31, 32, 33]. The crystal structures of these

phases are displayed in figure 1.2. panels (a) and (b) show the cubic  C (eight

unit cells for comparison) and 2 structures, respectively. Indicated by the gray

shading, {111}-oriented planes are included. The tetragonal unit cell of 2 is

plotted in panel (c) which with unit vectors of = = 2 68 ˚ and = 5 14 ˚ roughly

compares to the volume of two cubes. Side view projections in [110]direction of

the respective films fitting on S (111) are displayed in panels (d—f).  For C (panel

d) and 2 (panel e) these films are oriented in [111] direction. For the 2

film,the corresponding surface orientation is (112), i.e., normal to the [221] direction,

and would imply expansion in [001]direction for an isotropic lattice match on (111)

Bonds within the projection plane are indicated by single lines. Double lines indicate

bonds to two atoms, one in front of and one behind the projection plane. The growth

conditions prove to be of important influence for the development of the different

crystal structures. The most widely accepted source of information on the crystal

structure of 2 is the article by Dusausoy et al. [34].

The unit cell of the end-centered crystalline lattice is shown in figure 1.3.

Figure 1.3 and figure 1.4 present the unit cells of the crystalline and reciprocal lattices

of 2 are end-centered orthorhombic, with the extra lattice points centered on

the c face by convention. The lengths of the reciprocal lattice vectors were calculated

assuming = 7 8˚ and 9 9˚The conventional crystalline unit cell on which
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Figure 1.1: Bulk phase diagram of iron-silicon compounds (atfter Hansen-Ref. 17)

Figure 1.2: Bulk unit cells of the proposed film stabilized crystal structures: (a)
(eight type unit cell), (b) 2 ( 2 type), and (c) 2.

Side view of (111) oriented film of (d), and (e) 2 repectively (f)
(112)-oriented film of 2
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Figure 1.3: C-centered Orthorhombic (Dusausoy et al., Acta Cryst. B27, 1209)

the Miller indices are based is that of a simple orthorhombic lattice having the same

parameters.

Although the slight difference between and is crucial for heteroepitaxial

matching, it is not so for the basic structure lattice of the transmission diffraction

pattern. For growth on (111), the observed heteroepitaxial relationships are [35,

36] 2(110) (111) with 2[001]|| 011 and 2(101) (111) with

2[010]|| 011

1.3 Epitaxial silicide formation

Epitaxial silicides can be formed using a number of variations on two basic methods.

In general we can classify these procedures as either deposition techniques or ion beam

techniques.

1.3.1 Deposition techniques

Deposition techniques (figure 1.5(a)) involve evaporation of metal layers onto the sili-

con substrate under vacuum conditions. The sample is then annealed in order to initi-

ate the silicide forming reaction which usually takes place significantly below the melt-

ing point of the materials. Accordingly this method of compound formation is termed

solid phase epitaxy (SPE). Thermal evaporation of the metal is usually achieved using
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Figure 1.4: The unit cells the crystalline and reciprocal lattices of 2 are
end-centered orthorhombic,with the extra lattice points centered on the c face by
convention. The lengths of the reciprocal lattice vectors were calculated assuming

=7.8 Å and 9.9 Å. The conventional crystalline unit cell on which the Miller
indices are based is that of a simple orthorhombic lattice having the same parameters.
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Figure 1.5: Epitaxial silicide forming techniques: (a) deposition techniques, (b) ion
beam mixing and (c) ion beam synthesis [14].

resistive, inductive or laser heating or electron bombardment of the required metal to

form a vapour. This vapour condenses when it comes into contact with the substrate,

which is maintained at a lower temperature, forming a layer of metal on the silicon.

Other methods of producing the initial film are sputtering and chemical vapour de-

position (CVD). Sputtering involves the metal source being bombarded by energetic

ions (usually of a noble gas) and releasing metal ions from the source, which form

the film. In CVD, gases are decomposed by a chemical reaction to form the vapour.

Considerable improvements in the achievable quality of evaporated films have been

obtained since the introduction of molecular beam epitaxy (MBE). This occurs under

ultra-high vacuum (UHV) conditions. It allows co-deposition of a stoichiometrically

correct ratio of both the metal and silicon.

Thermal annealing of silicides is typically carried out at temperatures of the order

of 1000 for 12 1 hour. Rapid thermal annealing (RTA) involves higher temperatures

than conventional furnace annealing for a much shorter time span (typically for less

than a minute). Laser annealing, using pulses of a laser radiation incident on the

sample, can also be used. In all cases the purity of silicides formed by deposition

depends on the cleanliness of the metals used for evaporation, the surface condition

of the substrate and the annealing ambient. This has important consequences for the

resistivity, crystalline quality and the epitaxy of the silicide.
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1.3.2 Ion beam techniques

Beams of accelerated charged particles can be used either to induce the silicide forming

reaction or to supply the material needed to form the silicide.

1.3.3 Ion beam mixing

Ion beams can be used as an alternative to thermal annealing to promote compound

formation as indicated in figure 1.5(b). The evaporated layer is produced by one of

the above mentioned methods. It is then bombarded by an ion beam of an inert gas

or one of the silicide components. This can induce an intermixing between the film

and the substrate and provides the necessary energy for the formation of the silicide.

1.3.4 Ion beam synthesis

Description

Ion implantation is the introduction of impurities into the surface layer of a solid sub-

strate by bombardment of the target with high energy ( ) ions ( figure1.5(c)).

This process can alter almost all the physical properties of a solid. It is useful for a

wide variety of applications. Low doses of radioactive probes can be implanted into

samples for analysis purposes, doses around 1013 2can be used for the introduc-

tion of dopants into semiconductors, still higher levels of implantation can be used to

produce supersaturated solutions of impurity materials in a target and very high doses

can be used to actually alter the stoichiometry of a target by ion beam synthesis. The

ions are produced in an ion source by sputtering a solid target or ionising a vapour,

for example. They are extracted from the source and electrostatically accelerated.

The desired isotope is then isolated using mass separation. For a given implantation

energy, a magnet can be used to select an isotope according to its mass per unit

charge . The radius of the circular path of a charged particle in a magnetic field

is given by

=
1

(1.1)

where is the ion velocity. Following the mass separation the ions are focused into

a convergent beam which is then electrostatically scanned over the sample to produce

a homogeneous implanted area.
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Stopping and damage creation issues

When the ion enters the target, it undergoes a series of collisions with target electrons

and nuclei, which causes its kinetic energy to be transferred to the substrate. Eventu-

ally the ion comes to rest within the target. The penetration depth of the ion depends

upon a number of factors including the energy of the implanted ion, its mass and the

mass of the substrate atoms. The slowing down process in ion implantation is governed

by two mechanisms, electronic and nuclear stopping. This stopping is characterized

by the stopping power , the energy loss per unit depth. The total energy loss is

taken to be the sum of the two components,
£ ¤

and
£ ¤

for electronic and nuclear

stopping respectively

¸
=

¸
+

¸
(1.2)

Detailed discussions of stopping can be found in references [44, 38, 39].

Electronic Stopping

Electronic stopping occurs when the implanted ion either excites or ionizes target

electrons. The momentum transfer is small due to the low mass of electrons so these

can be generally approximated as inelastic collisions. The energy loss process consists

of many collisions with electrons but due to the large number of electrons this can be

actually considered as a continuous e,..ect. Only small detections of implanted ions

take place due to electronic stopping. There are two regimes for electronic stopping. In

the high energy regime (such as the one used for Rutherford backscattering (RBS)) the

ion can be considered to be fully stripped of its electrons as it is traveling faster than

their orbital velocity. Here, the stopping decreases with increasing velocity. At lower

energies (such as those applicable for ion implantation) the stopping power increases

with velocity as shown in figure 1.6. The boundary between these two regimes lies

around ¨Â
1

=
2

3

1 0
, where

0
is the velocity in the first Bohr orbit:

0
=

2

~
=

2 1877x106 .

Nuclear Stopping

At lower energies, particularly for high mass ions, nuclear stopping also plays an

important role. If the implanted ion collides with target nuclei they will undergo

an almost elastic collision. This can be essentially treated as a two body screened
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Figure 1.6: Nuclear and electronic energy loss [38]

Coulomb interaction. The projectile can experience large angular detections and lose

a significant portion of its energy in a single collision. Such interactions need to be

treated as discrete events. The lost energy is transferred to the target atom which can

be displaced from its lattice site causing damage to the target in the form of lattice

disorder. The velocity dependence of the nuclear energy loss is shown in figure 1.6.

Implantation profile

The path of a single projectile as well as its projected range, , is random due to

the stochastic nature of the stopping process within the collision cascade, the duration

of which is approximately 10 13 . The spacial distribution of the implanted species

is usually Gaussian-like with respect to the direction perpendicular to the sample

surface (longitudinal straggling)

( ) =
2

1

2

³ ´
2

(1.3)

Where 4 denotes the projected range straggling.

1.3.5 Implanting at high doses

Since there is no convenient absolute method of defining the high-dose domain, an

arbitrary definition is usually employed. The implants with doses greater than 1 ×

1015 2 are considered to be high-dose implants [40]. High-dose implantation

is obviously associated with a large amount of radiation damage and high dopant

concentration. Both damage and dopant concentration depend upon the energy of the

implant, and the damage also depends upon a number of other implant parameters,
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such as the mass of the implant species, the mass of the substrate, the dose rate, the

scanning strategy used and the implantation temperature.

There are two general categories of problems associated with high-dose im-

plants:

1- Those resulting from damage to the target; and

2- Those resulting from changes in target temperature.

The damage and its resultant effects arise from the dissipation of the kinetic energy

of the ions into displacement and excitation of atoms in the target (wafer). During

implantation the temperature rise can produce variations in the damage generated

by the implant, both across the wafer (depending on the scanning technique), and

between wafers (depending on the exact implantation conditions).

Ion beam heating

The energy of the ion beam is dissipated and ultimately converted into heat. This

causes the temperature of the target to rise. If the target has a high thermal capac-

itance, the increase in the temperature will be negligible. However, semi-conductor

wafers have a small thermal capacity; this significant temperature rises can occur.

A convenient parameter to use when considering beam heating is irradiance.

= ( 2) (1.4)

Where is the ion beam current in Amperes,

is the ion energy in electron volts, and

is the area (in 2) scanned by the beam.

Damage generated in high-dose implants

The electrical behavior of high-dose implants is basically determined by the residual

damage after annealing. Furthermore, the damage after annealing is a function of

both the annealing process and a damage generated during implantation[41].

Implanted ions create zones of gross disorder in the region where the ion deposits

its kinetic energy. The zones are vacancy rich in the centre and are surrounded by

interstitial atoms. During high-dose implants, these zones may overlap and create a

continuous amorphous layer. The energy deposition is approximately Gaussian in its

depth distribution, so that the disorder is non-uniform in depth.

Range of Damage

The range of damage, or the region in which the lattice atoms are mostly displaced

to, is of concern. This region also sees the formation of an amorphous layer, which
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may or may not be desired. It is instructive to realize that the energy transfer of the

impending ions is non-linear. The point, at which maximum energy is transferred, is

not at the end of the motion. Therefore, the implanted ion range is not equal to the

damage range. In fact, the damage range occurs near the surface of the target.

(1) Implanted range of the ions Range of the damage.

(2) The implanted ion range approaches the damage range as the ions get heavier.

(3) Standard deviation of the ion range Standard deviation of the damage range.

(Light ions)

(4) Standard deviation of the ion range Standard deviation of the damage range.

(Heavy ions)

As the implanting energies increases, the damage range draws away from the sur-

face and gets deeper until it approaches the implanted range.

Amorphous Layer

Formation of an amorphous layer as a result of ion displacement is unavoidable during

the implant process. This can serve or disrupt the process depending on the fabrication

process. However, the amorphous layer is formed only during a critical implanting

dose. The critical implanting dose is given by: (a simple formula)

( ) = 2 ( ) (1.5)

where =

(an advanced formula)

0

( ) =
¡

( ) 2)
¢ £

1
¡

( )

¢
2
¤ 2

(1.6)

where = 2 and =

The advanced formula considers the following extra points:-

(1) Diffusion

(2) Secondary collisions

(3) Temperature e ects

: A higher critical dose is necessary for higher temperatures. On the other

hand, a lower critical dose is required as the dose rate increases.

Radiation Damage

Radiation damage arise under nuclear interactions between the implanting ions and

the target atoms. The physics behind this is covered within the sub-page of ’Nuclear



1. Silicides and thin film formation                                                13

Interactions’. Radiation damage cannot be avoided and will always be present in which

two types are significant:

(1) Simple displacements of atoms known as Frenkel Defects.

(2) Cluster type complex defects.

As the implanting ions pass through the target substrate, they undergo collisions

with the lattice, displacing the target atoms before they themselves come to rest.

Several factors are worth considering during this occurrence:-

(1) The number of lattice atoms displaced, .

(2) Range of this damage, (not equal to ).

(3) Formation of an amorphous region as a result of these atomic displacements.

Number of atoms displaced

In the calculation of this value, the energy imparted from the ions is used. Alter-

nately, the number of vacancies arising can be used in the computation.

=
2

(1.7)

where is displacement energy and is ion energy.

This equation is valid for ranges below a critical value (For , this value is 36 3 )

Note 1: At higher energies, this calculated number of displaced atoms actually de-

creases. This is involves electronic stopping. Initially, only nuclear stopping decreases

the ion energy at low energy ranges.

Channeling effect

Crystalline structures implies lattice planes which act like channels in which an im-

planted ion can travel without nuclear interactions such as collisions. This effect is

constantly avoided and purposeful usage of this phenomenon is not widely advised.

However, it is dependent on some factors which serve to eradicate its ’ill-effects’. Chan-

neling depends primarily upon:

(1) The critical angle of approach and therefore the orientation of the target

(2) Temperature effects

(3) Amorphization

Critical Angle

The critical angle is the angle in which an ion can enter a channel without leaving it. As

long as the vertical component of the ion’s energy is smaller than the repelling potential

of the atomic chain, the ion remains within the channel. This vertical component of

energy is orientation-dependent.
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Two expressions are available for two energy ranges:-

1
=

s
2 1 2

2

(1.8)

where > 2 1 2
2 2

2
=

"
1

3

2

# 1
2

(1.9)

where 6 2 1 2
2 2

( is distance between atoms and a is lattice parameter )

This critical angle increases for ion mass increase and decreases for implantation

energy increase.

Temperature Effects

As the temperature of the implant is increased, the lattice atoms acquire more energy.

This results in some ions being scattered out of the channels. This scattering is

increased with increasing temperatures.

Amorphization

Amorphization of the substrate or target through radiation damage or purposeful

manipulations imply destruction of crystalline structures and consequent eradication

of channels. This is the only method to totally prevent channeling e ects.

A similar effect in use is the usage of a ’Scattering Layer’ in which an amorphous

coating is first applied to the target before the implant. This will prevent passage of

the ions into the channels. However, this is not guaranteed.

Subsidiary Points

With purposeful orientations of the target, we can prevent channeling to a certain

degree. The usual preventive orientation is 7 to 10 degrees from the normal.

Critical dose of implanting ions give rise to radiation induced amorphization, this

amorphous layer eradicates the effect of channeling. If this amorphization is desired,

an operating critical dose can always be maintained. (’Critical dose’ is discussed under

the sub-heading of Damage.)

However, it must be maintained that channeling effect is not severe. Under all

circumstances, the maximum range of the implanted ions are never affected.
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1.3.6 Ion Implantation Technology

A Typical Ion Implanter

The major components in an ion implanter are the ion source, the extracting mech-

anism, the ion analyzing system, the accelerating column, the scanning station, and

the end station (see figure 1.7).

The Ion Source

The ion source is the most important component of the implanter. All sources produce

ions by using a con f ined electrical discharge sustained by the gas or vapor of the

material to be ionized. Most ion sources consist of positive ions, but in the case of

high-energy implants, negative ion sources are needed.

The Ion Extracting Mechanism

The desired species to be implanted into the substrate must be present in the beam

as charged particles, and thus the ionization process is important in determining the

concentration of the beam current extracted from the source. Positive ions are most

commonly created by inelastic collisions with high-energy electrons that supply enough

energy to remove an electron from the atom or from the ion. In other words, the atom

gains energy greater or equal to its ionization potential.

Once ionized, the ions and electrons form gas plasma with no space charge. Since

the gas contains equal numbers of ions and electrons, it can be considered as field free.

During extraction, the current between the cathode, anode and gas inlet should be

adjusted to maintain stable gas discharge so that the positive ions can be extracted

by electrode extraction.

The Ion Analyzing System

Since ions extracted from the source may contain many different ion species due to

the different atomic and molecular species in the discharge chamber, magnetic mass

analyzers are used to separate those desired ion species from the other different species,

as well as remove residual air, hydrocarbons from vacuum pumps, and other impurities.

The ions enter a region with a magnetic field normal to their paths and are deflected

according to the formula:

= (1.10)

where is the magnetic flux density,
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Figure 1.7: The Ion Implanter
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is the force on the ions,

is the charge of the ions, and

is the velocity of the ions

If the magnetic field is homogeneous, then the ions move in a circular path, of

which the centrifugal force is given by:

= ( 2) (1.11)

Combining the two equations,

= =
2

(1.12)

Thus, for extraction voltage , the kinetic energy, so that

=

s
2 1

(1.13)

The Accelerating Column

The accelerating column does not only accelerate the ions by passing them through

potential differences to gain kinetic energy, but at the same time subjects the ions to

magnetic and electric fields that focus the ion beams. This focusing is required since

the beam of ions leaving the source is naturally divergent.

A typical accelerator tube is made up of a series of electrodes separated by in-

sulators. The overall acceleration voltage is distributed over the electrodes. The

extraction voltage is of the order 10 20 , while the acceleration voltage ranges

between 60 200 according to the implanter.

The Scanning Station

The main advantage of ion implantation is that the total dose and the dose rate

may be electrically monitored. Scans are usually performed by electrostatic fields, a

mechanical movement of the target or a combination of both.

The measurement of dose is made by placing a current integrator between the

target and the ground and counting the total collected current from the incident ions.

From the total dose value obtained, the dose rate may be calculated.

The End Station

At the end station, the beam of ions finally hits the target and implants the ions into

the wafer. A diffusion pump located at the end station pumps out all residual air in

the target chamber, leaving a vacuum for the ions to travel in.
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1.4 Computer Simulation

1.4.1 TRIM

The widely used TRIM (transport of ions in matter) simulation program describes the

path of an incident projectile as a series of binary collisions with target atoms at

rest. Thermal vibrations of matrix atoms around their positions are neglected. The

momentum transfer in a single projectile-target collision occurs within a time frame

much shorter than a period of lattice vibration at RT (10 13-10 12s). Thus, the atoms

of the matrix can legitimately be assumed to be motionless at RT.

The target atoms are quasi-randomly distributed in space which applies in a first

approximation to amorphous materials, even though a short range order does always

occur in reality.

The path of the ion is characterized by a constant free path length, which the

projectile travels between two seccessive collisions. Here, is given by the inverse cube

root of the atomic density.

From a simulative point of view, the randomness is realized by a randomely gen-

erated impact parameter for each individual binary collision. From this, each nuclear

collision is characterized, i.e. the nuclear energy loss as well as the polar deflection

angle are calculated using the universal screening potential given by the following

equations:

( ) =
1 2

2

4
0

³ ´
(1.14)

where and denote the screening function and the screening length, respectively.

The other variables bear common meaning.

Numerous variations of were developed to describe the potentials of as many

projectile-target combination as possible. Finally, a universal screening function

( ) = 0 1818 3 2 + 0 5099 0 9423 + 0 2802 0 4028 + 0 02817 0 2016 (1.15)

was established by Zieglar [64], including a universal screening length

= =
0 8845

0

0 23

1 +
0 23

2

(1.16)

where
0

= 0 053 denotes the first Bohr radius of the hydrogen atom.

Besides that, the electronic energy loss of each particle in motion is recorded on

the intercollisional paths.

Consequently, positional, directional, and energetic changes of the projectile de-

scribe its path through the matrix.
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Figure 1.8: Ion and recoil trajectories for + pseudoparticles entered the target
under incidence of 7 with 195 . Note that, along the projectile trajectories
subcascades emerge which are caused by recoil atoms.

For illustration, figure 1.8 depicts the collision cascades of pseudoparticles for a

target silicon. And also the implantation profile is presented in figure 1.9.

Prior to the simulation run, the target and projectile parameters (width of the

layers, atomic densities, number of pseudoparticules, initial projectile energy, and

angle of incidence) have to be declared in the table.

Furthermore, certain element specific energy parameters are predefined, namely

(the displacement energy above which a stable interstitial-Frenkel pair is formed),

(the surface binding energy), and (the bulk binding energy which substracted

from the nuclear energy transfer). The determination of is not uniform throughout

literature. Some authors set equal to zero, although is generally interpreted as

vacancy formation energy, i.e. as the minimum energy of an atom to leave the lattice

site.

Target Data

Fe (195Kev) into Si(111)

Layer Name Density Fe (56) Si(28) Solid/Gas

Iron 7.866 1 0 Solid

Silicon 2.321 0 1 Solid

Lattice Binding energy (eV) 3 2

Surface Binding energy (eV) 4.34 4.7

Displacement energy (eV) 25 16
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Figure 1.9: The implantation profile.
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Figure 2.1: (a) macroscopic view and (b) atomic view on elastic collision between
projectile ion and target atom.

2.1 Rutherford backscattering spectrometry (RBS)

Rutherford backscattering spectrometry combined with channeling is a powerful tech-

nique to determine composition, thickness and crystalline quality of thin films. RBS

is based on the well known and pioneering experiments of Rutherford and his students

Geiger and Marsden in 1911 in which they studied the scattering of highly energetic

particles on a thin gold film. Their experiments led to a new model for the structure

of the atom. Up to now, a slightly adapted version of their model is still valid. The

aim of this part is to explain how the physical properties such as thickness, composi-

tion and crystalline quality can be deduced from the experimental data. An elaborate

description on RBS and channeling can be found in [42, 43].

2.1.1 RBS concept

As is shown in figure 2.1 (a), a well collimated high energy beam (in our case 1 7 )

of + ions impinges on the target. The backscattered projectiles are collected in

a surface barrier detector generating an electric signal proportional to the energy of

the detected projectile[44]. The detector is coupled to a amplifier and an multi channel

analyzer (MCA). Depending on the energy of the backscattered particle, the count will

be placed in a certain channel when passing the MCA. In this way, a backscattered

yield as a function of energy spectrum or an RBS spectrum is built up.
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Figure 2.2: Random RBS data for 150 of deposited onto (111)

2.2 RBS Theory

As described above, an RBS spectrum consists of a plot of the number of backscattered

He projectiles as a function of their energy. A typical spectrum is shown in figure 2.2.

In the following part, the different aspects determining the quantity and the energy of

the backscattered particles will be elucidated. From the energy of the backscattered

particle, the mass of the target atom and its depth can be deduced. The amount of

particles detected with a certain energy can be correlated to the concentration of a

specific target element.

2.2.1 Kinematic factor and electron energy loss

In this part, we will investigate the mechanisms which determine the energy of the

backscattered He projectile. Hence, we will elucidate the different mechanisms which

determine the mass and the depth of the target atom.

Figure 2.1 (b) describes the collision between an incident particle and a target

atom[45]. The process can be described solely using principles of classical mechanics.

Since, the collision is elastic, there is conservation of kinetic energy. This principle

together with conservation of momentum, results in the following set of equations

1

2 1

2 =
1

2 1

2
1

+
1

2 2

2
2

(2.1)

1
=

1 1
cos +

2 2
cos (2.2)
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0 =
1 1

sin +
2 2

sin (2.3)

From this, the ratio between the projectile energies
1

and
0

can be calculated

assuming that
1 2

2
= 1

0

=

³
2

2

2

1
sin2

´ 1
2

+
1
cos

1
+

2

2

(2.4)

with
0

the energy of the projectile before collision and
1

the energy of the

projectile after collision. The ratio of
1

and
0

is called the kinematic factor . This

formula reveals that the energy of the backscattered projectile
1

is fully determined

by projectile mass
1
, target mass

2
and scattering angle . During an experiment,

the detector angle and the projectile mass
1

are known, so the kinematic factor

solely depends on the target mass
2
. Hence, the notation

2
. The energy of the

backscattered particles
1

=
2 0

increases monotonically with increasing mass.

Since we want to investigate the different masses present in the sample, the detector

position is optimized to obtain the best mass resolution. This means that if different

masses are present in the target, is chosen as such that a small change in target mass

yields a large change in value. The largest change in is for the detector at

= 180 . In practice detectors are positioned at = 170 .

projectiles will not only scatter from atoms at the surface of the material,

various ions will penetrate into the target and will only be backscattered at a depth

as is illustrated in figure 2.3. For the projectiles shown in figure 2.3,

their energy
1
when reaching the detector consists of three parts:

• Energy loss along the inward path due to inelastic scattering with electrons.

The energy loss per unit depth varies as a function of . For thin films, can be

approximated by the value for at the energy
0

(surface energy approximation)

• Nuclear energy loss caused by the backscattering event.

• Electronic energy loss along the outward path. When using the surface energy

approximation, is approximated by the value of at the energy
0
.

Based on figure 2.3, we can deduce a linear relationship between the energy loss of

the backscattered particle and the depth .

= [
0
] (2.5)

is the energy di erence between a particle scattered from a mass
2
positioned

at the surface and the mass
2

positioned at a depth . [
0
] is given by the following
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Figure 2.3: Energy loss during RBS. The projectile loses energy on the inward path
, during the collision and on the outward path [44].

equation

[
0
] =

" ¸
0

+
1

| cos |

¸
0

#
(2.6)

in which has been considered constant as a function of the depth i.e. along the

inward path given by the value for at the energy
0

and along the outward path

given by the value for at the energy
0
. This approximation is called surface

energy approximation. Mostly, the values for = 1 are tabulated for a wide energy

range in textbooks such as [42]. Hence, by measuring the energy difference , as

drawn in figure 2.3, the thickness of the thin film can be determined via the stopping

cross section .

2.2.2 Backscattering yield - Scattering cross section

Above, a description has been given of the different components influencing  the energy

of the backscattered projectile and how this is related to the depth of the scattered.

Here, the scattering cross section or the probability that a particle will be scattered

at a certain angle will be discussed. From the amount of backscattered particles at a

certain energy, the concentration - depth profile can be obtained.

The number of particles that will be detected in a detector with solid angle is

given by

= ( ) (2.7)

with the number of target 2, the total number of incident particles

in the beam, is the detector solid angle and ( ) is the scattering cross section. The
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scattering cross section ( ) is the probability that a particle will be backscattered

in a detector solid angle , positioned at an angle . For RBS, this scattering cross

section can be approximated by the Rutherford scattering cross section

( ) = 1 2

2

4

¸2
1

sin
4
¡
2

¢ (2.8)

As can be seen in the above formula, with
2

the atomic number of the target

atom. Hence, for heavy masses (e.g.
2

= 26), is much higher than for light

targets (e.g. with
2

= 14). This is why the signal of is much higher than

that of the in the film though the amount of silicon is almost twice that of .

An estimate of the amount of 2 present in a thin 1 : 2 layer on a

substrate can be obtained using the following equation [43]

=
[
0
]

(2.9)

in which, is the integral of the signal in the 1 : 2 layer, is

the height of the substrate signal near the surface. is the energy width of a channel

( ) and
0

is the stopping cross section.

[
0
] =

cos
1

(
0
) +

1

cos
2

(
0
)

¸
(2.10)

1
and

2
are the angles between the surface normal and the incoming and out-

going beam respectively. is calculated using the surface energy approximation as

mentioned in section 2.2.1.

2.3 X-ray di raction

The normal state of solid is the crystalline state. In a crystal the atoms occupy

well-determined, fixed position in relation to each other. The ordinate microscopic

structure will also be reflected in the macroscopic structure of the crystal conferring

to it certain symmetry: symmetry axes, centre and planes.

Most solid substances are polycrystalline consisting of a compact agglomeration

of crystals of small dimensions having nearly perfect crystallinity due to the random

orientation of the crystallites, these materials are isotropic. Cases exist in which the

crystallite have a preferred orientation as a consequence of a processing procedure.

2.4 Bragg’s law

By the interaction of an electromagnetic radiation beam with the material, secondary

radiations occur, some of which have the same frequency as of the incident beam
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Figure 2.4: Diffraction of coherent beam on a set of planes

(coherent di usion). As with visible radiation, coherent radiation makes possible the

occurrence of the interference phenomenon.

If a plane, monochromatic X wave meets a crystal lattice, then the condition that

the di racted beam is intensified is given by Bragg’s law (figure 2.4)

2 sin = (2.11)

when + =

In relation (2.11) the diffraction order is included in the Miller indices of the set

of planes[47].

From macroscopic measurement of the angle , the Bragg’s relation permits data

to be obtained concerning the characteristics of crystal lattices ( ), a microscopic

quantity. By completely interpreting the diffract ion patterns, taking into account the

intensities of diffraction lines, all parameters of the crystal lattices can be determined.

In most application, the materials examined are polycrystalline, their small crystals

being in a random or preferred orientation. For a random orientation the diffraction

pattern exhibits a circular symmetry with respect to the incident beam. A preferred

orientation is reflected in the distribution of the diffracted beam intensity around the

circumference.

When we measure Bragg angles in a powder or polycrystalline specimen, we use

goniometers with which the angle between the primary beam and the reflected beam

(2 ) is determined.We do not care about the angle between the primary beam and the

lattice plane since we know that only grains in the appropriate orientation contribute

to the reflected beam. We only keep the specimen’s surface in a symmetric position
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Figure 2.5: Outline of ( ) the goniometer axes and ( ) the coordinate system.

with respect to the primary and the reflected beam (the Bragg—Brentano geometry),

but this is not crucial to the accuracy. In single crystals, the situation is quite different.

If we again use a 2 goniometer, we must keep the reflecting lattice plane exactly in

the symmetric position, which is not an easy task and if not done properly can cause

errors. A simple and elegant solution of the problem was presented by Bond (1960)[46].

In his method, two rocking curves are recorded. The positions of the specimen where

the lattice plane is in its best reflecting position are determined, and from the two

rocking curves the Bragg angle is obtained. A further great advantage of Bond’s

method compared with the 2 geometry is that it needs virtually no alignment

of the whole goniometer. There is only one disadvantage, namely one must have a

special goniometer or at least adapt a standard goniometer.

Consequently, Bond’s method is not used very often in single-crystal stress mea-

surements. Therefore, another method is proposed which is also based on rocking

curves but can be performed with a standard goniometer equipped with an Eule-

rian cradle. (In stress measurements, whether of single-crystalline or polycrystalline

materials, an Eulerian cradle is always necessary.) The new method also presents

a disadvantage: it requires an additional alignment procedure or, instead, the mea-

surement of a standard specimen. However, the measurement of a standard is easily

and quickly done, and single crystals of high quality and well known lattice constants

(measured with Bond’s method) are readily available.

Nomenclature

Figure 2.5 shows an outline of an Eulerian cradle and, parallel to it, a fixed labo-

ratory system.

p is the negative direction of the primary beam. p is parallel to the z axis.

h is the vector normal to the reflecting plane.
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r is the reflected beam.

is the axis, parallel to the x axis.

X is the X axis, parallel to the z axis when = 0

is the axis, parallel to the y axis when = 0 and = 0

All rotations are in the positive sense with regard to the

coordinate system (see figure 1a).

is the exact Bragg angle.
0 is the measured Bragg angle.

2.5 Transmission electron microscopy (TEM)

In the studies described in this thesis, the TEM analysis was performed in a Philips

300 operating at 300 .

The wave nature of the electrons is used in transmission electron microscope in

order to visualize features which are too small to be observed in the optical microscope.

A beam of electrons is accelerated by a high voltage ( 100 ), passes through the

sample, as well as through a set of apertures and electromagnetic lenses and creates an

image of the sample on, e. g., a fluorescent screen. The objective lens, placed after the

sample holder (figure 2.6), produces a picture of the reciprocal space of the sample,

in its back focal plan and the real picture of the sample in its image plane. Further

projection of either the back focal plane or the image decides whether the image on

the screen is a picture of the real or the reciprocal space.

There are two important mechanisms, which produce image contrast in the electron

microscope.

2.5.1 Diffraction contrast

In the bright field imaging (BF), diffracted leaving the lower surface of a crystalline

specimen are intercepted by the objective aperture inserted in the back focal plane

and prevented from contributing to the image (see figure 2.6a). Alternatively only

one diffracted beam forms the image in the dark field (DF) mode (see figure 2.6b).

Bright field is the mostly used imaging mode in this study. DF mode was used as

a part of a technique to determine the nature of defects. The diffraction (Bragg)

contrast of crystalline specimens is caused by the elastically diffracted electrons in

Bragg reflections. The interpretation of the TEM images is explained by the dynamical

theory of the electron diffraction[47]. Electron beams interact strongly with the atoms

in a crystal, and any beam can easily be scattered more than ones, i.e. a beam which

has been diffracted can be rediffracted. Any electron beam that is oriented at the Bragg



2. Microstructure of 2 30

angle is ideally oriented to be rediffracted. Dynamical diffraction theory deals with

interaction between primary and reflected electron beams. When the Bragg condition

is only met for one point in the reciprocal lattice or one diffraction vector (usually

along [110] zone axis of , used in this study), a two-beam case results, and the

primary and reflected beams oscillate in intensity with increasing crystal thickness. If

the Bragg condition is met exactly the so called excitation error is equal to zero, this

is a dynamical case. When the Bragg condition is met only approximately (excitation

error 0 or 0), this is the so called kinematical case.

Object

Lens 

Back 
focal 
plane

Image 
plane

a b

Objective 
aperture

Selected 
area

aperture

Figure 2.6: Ray diagrams showing the principles of formation of (a) BF contrast and
(b) DF contrast. The dashed rays will not contribute to the final image.

2.5.2 Phase contrast

Some of electrons leaving the specimen are recombined to form the image so that

the phase differences present at the exit surface of the specimen are converted into

intensity difference s in the image.

In transmission electron diffraction, the reciprocal space patterns in the back focal

plane of the objective lens are projected down to the screen. Mostly used is the tech-

nique of selected area electron diffraction (SAED)[48], where a selected area aperture

is inserted in the image plane of the objective lens (see figure 2.5b). This is done

to shield certain areas of the sample, i.e., only electrons which have passed a chosen
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sample area will give intensity to the different patterns. In the work presented in this

thesis, the SAED was used to orient the sample in a way that certain crystallographic

direction is parallel to the electron beam.

An important part of TEM investigation is the specimen preparation. Bulk sam-

ples must be prepared for viewing in the TEM so that they became transparent for

electrons. Typical thickness of 100 or below have to be employed. Obtaining spec-

imens thin enough and containing the defects to be investigated in the right geometry

(e.g. in cross section XTEM) is a crucial point in the TEM studies. In what follows

the XTEM specimen preparation techniques that where used for the preparation of

the samples investigated in the study will be described.

2.6 TEM specimen preparation by ion-milling

The XTEM specimens were prepared conventionally by cutting 2 stripes (2×3 )

of the material and gluing face-to-face. A dummy material was glued to both rear

sides of the original material till the thickness of the ”sandwich” became 3 mm in order

to cut a disk with a diameter of 3 . The disk contains the range of interest (see

figure 2.7a) which is standard size used of the TEM microscopy holders. Mechanical

thinning of the specimen was performed by grinding to get a disk with flat plane-

parallel surfaces (thickness 0 2 ). As a next step, the sample was dimpled till the

central area has thickness of about 5 10 . For the final thinning the sample was

subsequently ion-milled. Ion-milling is a TEM sample preparation technique where the

sample material is typically bombarded by argon ions. Thereby material is removed

away to cause a small perforation in the middle of the sample in the region of interest.

The thinning of the specimen is achieved by sputtering of the near surface atoms of the

sample during argon bombardment (see figure 2.7b) performed almost always using

commercial ion-milling machines. Due to this ion-milling procedure it is possible to

achieve a large, uniform thin area in the centre of the sample (thickness 100 ),

which is electron-transparent. The thinning process can be prolonged until a hole is

generated.

The sputtering yield, defined as a ratio of the mean number of the emitted atoms

to the flux of the incident particles depends on the energy of the incident particles, i.e.,

ions and neutrals; the angle of incidence of the sputtering beam , the relative masses

of the specimen atoms and incident particles, the characteristics of the material as

the mass and the cohesive energy of the sputtering target. Other factors influencing

the sputtering yield are the specimen temperature, the concentration and chemical

nature of any background gases, the crystallinity of the specimen, any chemical in-

teractions occurring between the incident particles and the specimen, and specimen
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Figure 2.7: Scheme of cross-section TEM sample preparation: (a) two stripes of ma-
terial containing areas of interest are glued face-to-face,(b) the sample is dimpled on
the upper side and ion-milled from both sides.
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contamination. The ion-milling process has the effect of producing surface damage,

i.e. amorphization. This effect is extremely undesirable when sputtering is used for

the final thinning of the XTEM specimen. The presence of the thick amorphous layer

(7 10 ) on the surface of the TEM specimen reduce the resolution of the TEM

imaging. All above mentioned parameters have to be optimized in order to achieve a

reasonable sputtering yield while causing minimum thickness of the amorphous layer

on the surface of the specimen. The range of the available accelerating voltage of +

ions amounts to ˜ 0 1 10 (depending on the manufacturer), but the samples

with least damage are prepared at voltages lower than 4 . One of the widely

used conventional ion-milling machine is the ”Due Ion Mill 600” produced by GATAN

Inc. In this machine ion-milling can be performed under milling angles in the range

of 70 + 80 . It was used for the preparation of a part of a specimens that were

investigated in this work. The milling parameters for the substrates were: 4
+ ions, 1 total current at incidence angles of = 73 75 and 77 . There are

no references found in the literature which show that the ion milling performed in this

machine induces any modification of the real structure of the sample.

In recent years one can observe a trend to increase the milling angle in order

to minimize the specimen surface damage. The new generation ion-milling system

”PIPS” by GATAN has the capability of increasing to values higher than 85 , in this

way decreasing the amorphisation of the TEM specimen surface.

In order to increase the probability for TEM imaging of the 2 defects, i.e.

very small defect complexes, a special effort was made to improve the quality of the

XTEM specimens in respect of decreasing the amorphous surface layer, and to avoid

the use of any treatment during the XTEM sample preparation which can modify

the defect structure needed to be investigated. As an alternative to the conventional

XTEM specimen preparation by ion milling, the cleavage technique was used in the

2 effect, related studies are reported in this thesis.

2.7 TEM specimen preparation by cleavage

Cleavage is a technique for producing cross-sectional TEM specimens of crystalline

materials such as semiconductor substrates. ”Cleavage” refers to the separation of a

crystal along specific atomic planes [49]. When suff icient stress is applied to a silicon

crystal, it will typically cleave along a plane which requires the fewest bonds to be

broken. The (111) planes are preferred cleavage planes in crystal as there is the

lowest number of bonds, , in these planes - (111) = 7 83 2compared to the

(110) planes - (110) = 9 59 2 , and (120) planes - (120) = 12 14 2

For the case of [111] oriented wafer the set of the planes used for cleaving are ( 110)
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Figure 2.8: Cleavage plane orientations for [111] wafer;
1 2

and
3

are the vectors
of the unit cell.

and ( 321). The plane orientations and the scheme of the resulting wedge are shown

in figure 2.8.

2.8 Electron diffraction

A parallel monochromatic electron beam may be considered to be equivalent to plane

wave of wavelength . At the accelerating voltages used, is usually much less than

, so the Bragg relation may be written in a simplified form

2 (2.12)

An interplanar spacing = 1˚ and an accelerating voltage of 100 gives an

angle of incidence of 1 .

If the material used for diffraction is crystalline and unoriented, then, as in the

case of X-rays, the directions satisfying the Bragg relation exhibit a circular symmetry

with respect to the direction of the incident beam. For various interplanar spacings a

family of cones is obtained, having the tip at the point of contact between the electron

beam and the specimen. The intersection of these cones with a plane surface generates

a characteristic diffraction pattern, in the form of concentric rings.

As the angle 2 is small, the radius of a di raction ring may be written approxi-

mately = 2 , where is the distance from the specimen to the photographic plate.

Replacing the value for the angle in the preceding relation by the simplified equation

a simple interdependence is obtained between the interplanar spacing, the diffraction
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ring radius R, and the instrument characteristic

= = (2.13)

The constant of the instrument may be determined from the optical system

characteristics and the wavelength used.
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Part II: Experimental details
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2.9 Experimental details

An iron silicide layer was produced by 195 + ion implantation with a dose of

2× 1017 + 2 into a chemically cleaned p-type (111) wafer with a high current

implanter from the DANPHYSIK A/S. The beam current was 11 2 scanned

over 2x2 cm2 area. During the implantation the substrate was heated at = 500

. After implantation, the samples were annealed in a 2 atmosphere at 850

and 1000 for 90 . The implantation conditions led to the formation of both

-phase and -phase and the recrystallization of ion beam damaged Si substrates.

Rutherford backscattering spectrometry (RBS) was performed with 1.7 +

ions at a scattering angle of 170 between the incoming and outgoing beam line and

the experimental spectra were analyzed with the RUMP computer program [50]. XRD

pole figure measurements were performed by the following diffractometers:

1) D5000 (Siemens / BrukerAXS) using Cu-K radiation = 0 154 (High

voltage 40 , current 30 ) / Entrance slit 1 x 15 / focusing multilayer

mirror with exit slit 1 x 15 / sample / soller slits and secondary graphite

monochromator / Scintillation detector, a diffractogram is measured in the range 2

= 15.0 (0.1 ) 70.0 at an incidence angle of 0.5 with 30 measuring time per point.

2) D5005 (Siemens / BrukerAXS) with 1
4 circle Eulerian cradle using radi-

ation = 0 154 (High voltage 40 , current 30 ) / Entrance slit 1 x 1 2

/ focusing multilayer mirror with exit slit 1 x 1 2 / sample / antiscattering slit

2 x 15 / detector slit 2 x 5 / scintillation detector: A diffractogram

is measured in the range 2 = 14.00 (0.05 ) 80.00 in Bragg Brentano geometry with

20 measuring time per point: Pole figures are measured with steps of 5 in and

angles.. The structure of the buried layers was studied by cross-section XTEM using

a Philips CM 30 microscope with 300 acceleration voltage.

2.10 Results and discussion

Figure 2.9a shows the RBS spectrum of (111) sample in the as-implanted state with

an ion dose of 2x1017 + 2at a substrate temperature of 500 , obtained in the

random direction. As can be seen, the signal reaches the surface position, and

the depth profile obtained by RUMP simulation is shown in figure 2.9b. The RBS

spectrum indicates the formation of thin 2 buried layer (62 ).

The RBS spectra of samples implanted at = 500 and annealed in a 2

atmosphere at 850 and 1000 for 90 , are shown in figure 3.2. By increasing

the temperature treatment, the height of signal decreases whereas the energetic
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Figure 2.9: ( ) RBS spectrum of 195 Fe ion implanted (111) substrate at 500
with a dose of 2x1017 + 2. ( ) depth profile deduced from ( ).
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Figure 2.10: RBS Random spectra of 195 + implanted into (111) substrate
with a dose of 2x1017 + 2 for as-implanted and subsequently annealed samples
in a 2 atmosphere during 90 at 850 and 1000 .

width increases (figure 2.10). In the same time, the signal, around channel 500,

corresponding to the buried 2 layer is extended to the surface. The analysis

of the spectra using the RUMP program indicates that the thickness of 2 layer

increases from 62 to about 92 and 145 after annealing at 850 and 1000

respectively.

Figure 2.11a shows the XRD pole figure of the sample implanted with a dose of

2x1017 + 2 at = 500 and annealed in a 2 atmosphere at 850 for

90 . As can be seen, the 2 crystals are oriented in the substrate; the

poles with heights of 10.93, 24.28, 17.29, 21.68 and 5.49 are produced by the tails

of the (111) reflections (its maximum is located at 2 = 28 443 ) of the substrate.

They give the orientation of the substrate. The poles with the heights of 19.50, 16.30
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and 34.37 near the centre and at scattering angle 2 = 29 112 in the periphery are

(220) 2 (202) 2 refle ctions. As a result, the epitaxial relationship

is described as follows: (220) 2 and/or (202) 2 (111) . Partial

pole figures of the (101) 2 reflections (not shown) at the scattering angle

2 = 37 668 and of the (220) and/or (202) 2 reflections at the scattering

angle 2 = 29 112 are measured with steps of 5 of and angles ( and are the

azimuth and rotation axes perpendicular to the substrate, respectively) in the whole

range of and in the range =35-40 of three 2 poles. It is worth noting that

only a very small amount of 2 phase was found in both samples (as-implanted

at 500 and annealed in a 2 atmosphere at 850 for 90 ). The figure 2.11b

shows a typical XRD spectrum at the pole position of ‘ ‘ in figure 2.11a. Figure

2.11c presents the partial pole figure of 2 reflections measured in the whole

range of and =35-45 at the scattering angle 2 =37.668 of the sample annealed

in a 2 atmosphere at 1000 for 90 . The six poles near the centre with the

heights of 92.33, 129, 253.81, 107.10, 78.15 and 59 are (101) 2 reflections; the

poles with the heights of 4.79, 4.41, 10.95, 2.24, 2.01 and 3.56 are produced by the

tails of the (111) reflections. They give the orientation of the substrate. In this

case the epitaxial relationship is (101) 2 (111) . This result shows clearly

that the transformation from 2 to 2 has occurred after annealing at

1000 for 90 . However, the XRD analysis shows that a small amount of beta

phase persists. As suggested previously by D. Panknin et al. [51], the transformation

from 2 to 2 by annealing at 1000 occurs very rapidly, because

phase has a lower iron concentration than phase. The excess iron diffuses to the

interface of the silicide layer and forms additional phase resulting in an increased

width of the silicide. To our knowledge, 2 has a simple tetragonal lattice

structure with only three atoms in unit cell and a small lattice mismatch with the

matrix [52].

The cross-section TEM observation of the as-implanted sample is presented in

Figure2.12a. The top layer, a continuous buried 2 layer, and the

substrate are indicated. The 2 phase is deduced from transmission electron

diffraction (TED) (not shown). As can be seen, at the top and the bottom of the

buried layer, there are many small precipitates of the 2 and 2 with

different morphology and sizes which are identified by microdiffraction. We notice

that the interfaces of the buried layer are not flat . The microstructure of the same

sample annealed at 850 for 90 is shown in figure 2.12b. The examination of the

continuous layer confirms that, after this heat treatment, the nature of the buried layer

is not modified yet ( 2). However, the buried 2 layer becomes more

homogeneous and flat with a thickness of about 100 . Also, we observe variations in
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Figure 2.11: ( ) X-ray pole figure plot of (220) diffraction peak of 2 and (111)
for the sample implanted and annealed at 850 for 90 . ( ) XRD Spectrum

scanning at the pole position of point ’ ’ in figure 2.9(a). ( ) Partial pole figure of the
(101) 2 reflections at the scattering angle 2 =37.668
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size and shape of the small grains (precipitates). Indeed, all precipitates have become

appreciably larger and highly facetted, and their density decreases.

2.11 Conclusion

Implantation of 195 + with a dose of 2x1017 2 in (111) substrates at

500 followed by annealing at 850 for 90 allows the formation of a continuous

buried 2 layer. The buried layer is grown epitaxially on (111) substrate

with the relation of (220) and / or (202) 2 (111) . A mixture of 2

and 2 is observed. After annealing at 1000 , the study shows the transition

from 2 to 2, and the main epitaxial relationship found is (101)

2 (111) .



2. Microstructure of 2 42

Figure 2.12: Cross-sectional TEM images of 195 + implanted (111) sub-
strate at 500 with a dose of 2x1017 + 2 : ( ) as-implanted, ( ) annealed in a

2 atmosphere at 850 for 90 .



Chapter 3

Optical characterization

3.1 The Raman Effect

When electromagnetic radiation of energy content irradiates a molecule, the

energy may be transmitted, absorbed, or scattered. In the Tyndall effect the radia-

tion is scattered by particles (smoke or fog, for example). In Rayleigh scattering the

molecules scatter the light. No change in the wavelength of individual photons occurs

in either Tyndall or Rayleigh scattering[53].

In Raman spectrometer the sample is irradiated with an intense source of

monochromatic radiation usually in the visible part of the spectrum. Generally this

radiation frequency is much higher than the vibrational frequencies but is lower than

the electronic frequencies. The radiation scattered by the sample is analyzed in the

spectrometer. Rayleigh scattering can be looked on as an elastic collision between the

incident photon and the molecule. Since the rotational and vibrational energy of the

molecule is unchanged in an elastic collision, the energy and therefore the frequency

of the scattered photon is the same as that of the incident photon. This is by far the

strongest component of the scattered radiation. The Raman effect can be looked on as

an inelastic collision between the incident photon and the molecule where as a result

of the collision the vibrational or rotational energy of the molecule is changed by an

amount . In order that energy may be conserved, the energy of the scattered

photon, , must be di fferent from the energy of the incident photon , by an

amount equal to :

= (3.1)

If the molecule gains energy then is positive and is smaller than ,

giving rise to Stokes lines in the Raman spectrum. This terminology arose from Stokes

44
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rule of fluorescence which states that fluorescent radiation always occurs at lower

frequencies than that of exciting radiation. If the molecule loses energy, then

is negative and is larger than , giving rise to anti-Stokes lines in the Raman

spectrum.

In figure 3.1 the difference between two levels is given by = A

transition directly between these two levels causes the absorption of an infrared pho-

ton whose frequency is the same as the molecular frequency . In Rayleigh and

Raman scattering, the frequency of the incident photon is usually greater than .

When the incident photon interacts with a molecule in the ground vibrational state

= 0,the molecule absorbs the photon energy and is raised momentarily to some

high level of energy (dashed line) which is not a stable energy level. Therefore, the

molecule immediately loses energy and, most probably, returns to the ground vibra-

tional level, emitting a scattered photon (to make up for its energy loss) whose energy

and frequency is the same as that of the incident photon. This is Rayleigh scattering.

However, a small proportion of the molecules in the instable high level of energy may

fall, not to the ground vibrational level but to the = 1 energy level. The scattered

photon in this case has less energy than the exciting photon, the difference being

= = (3.2)

so = when = +1

This scattered photon gives rise to a Stokes line in the Raman spectrum. According

to quantum mechanics the allowed change in the vibrational quantum number for the

Raman transition is = ±1 for a harmonic vibration. The final possibility is that

initially is in the excited state = 1, absorbs the incident photon energy, and is raised

to an unstable high level energy. When the molecule falls to the ground vibrational

level = 0 the energy loss is made up by the emission of photon whose energy is

greater than that of the incident photon by . This scattered gives rise to an

anti-Stokes line in the Raman spectrum[54].

3.2 Polarizability

The polarizability can be looked on as the deformability of the electron cloud of the

molecule by the electric field. In order for a molecular vibration to be Raman active,

the vibration must be accompanied by a change in the polarizability of the molecule.

The electric field of the electromagnetic radiation in the vicinity of the molecule

varies with time so that

=
0
cos 2 (3.3)
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Figure 3.1: Schematic illustration of Raman and Rayleigh scattering and infrared
absorption

where
0

is a constant, the maximum value of the field, is the frequency of the

radiation, and t is time. This oscillating electric field will induce in the molecule an

oscillating dipole moment whose frequency will be the same as that of the external

electric field. The dipole moment is given by:

= (3.4)

where is polarizability. Combining (3 3)and (3 4) we get

= 0 cos 2 (3.5)

From classical theory this oscillating dipole moment will emit radiation in all direc-

tions having the same frequency as that of the oscillating dipole moment, and whose

intensity is proportional to the square of the maximum value for , which 2 2
0 is in

(3 5).

In molecules the polarizability is not a constant since certain vibrations and rota-

tions can cause to vary. For small displacements the polarizability can be explained

in the Taylor series as

=
0
+ + (3.6)

where is the equilibrium polarizability, is a normal coordinate (which is
0

in diatomic case), and

is the rate of change of polarizability with respect to measured at the equi-

librium configuration. Higher order terms are neglected in harmonic approximation.
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The normal coordinate varies periodically

=
0
cos 2 (3.7)

where is the frequency of the normal coordinate vibration and
0

is a constant,

the maximum value for . Combining (3 6) (3 7) we obtain

=
0
+

0
cos 2 (3.8)

the substitution of this value for into (3 5) yields

=
0 0

cos 2 +
0 0

(cos 2 )(cos 2 ) (3.9)

It can be seen from this equation that the induced dipole moment varies with

three component frequencies , and + can therefore give rise to Rayleigh

scattering, Stokes, and anti-Stokes Raman scattering, respectively. This classical pre-

diction for these frequencies corresponds to the quantum mechanical result for Raman

transitions when = ±1. If the vibrations cause no change in polarizability so

that = 0, the (3 10) shows that the Raman component frequencies of the in-

duced dipole moment have zero amplitudes and therefore no radiation with Raman

frequencies can be generated.

The intensity of a Raman band depends on the polarizability of the molecule,

the source intensity, the concentration of active groups, and other factors. Without

absorption, the intensity of the Raman emission rises with the fourth potence of the

source frequency. The Raman intensities are directly proportional to the concentration

of active species. Since Raman lines represent frequency differences from the incident

frequency, they are also called Raman shifts and are designated as in 1. They

are independent of the excitation wavelength. As a result, the anti-Stokes lines are

weaker than the red shifted spectrum where they appear as Stokes lines. The ratio

of the intensities of equivalent pairs of lines falls as the vibrational

frequency increases, and decreases with temperature.

Basically two types of Raman equipment can be described: Macro and micro-

Raman. The former has the advantage of higher illumination region over the sample,

being ideal for liquids and powder samples, and the disadvantage of the difficulty in

focusing the specimen. The equipment used for both methods is basically the same,

only a conventional optical microscope being added for micro-Raman spectroscopy.

A typical current Raman spectrometer incorporates (figure 3.2):

1) A macrosample chamber and a classical optical microscope for microanalysis.

2) A dispersive system composed of a double monochromator and a spectrograph.
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Figure 3.2: Schematic representation of a Raman spectrometer.

The two monochromators can be used either in subtractive mode to provide a

wide field to the spectrograph or in additive mode when higher resolution is required.

The double monochromator has one or two slits in between the first and second stage

monochromators.

3) The detection system, which includes a multichannel detector (a linear diode

array) and a photomultiplier connected to a single photon counter.

With point illumination the laser light is focussed on a sample surface by an ob-

jective lens and the scattered light is collected by the same objective. The spot size

in the focal plane is diffraction limited. Although higher spatial resolution is obtained

with this illumination method, heating or degradation of the samples by high density

of laser powers can occur. Using a 100x objective, the spot size in the sample is about

0 4 for = 532 14 . This results in a very high power density in the specimen

of the order of several 2.
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3.3 Infrared (IR) transmission and absorption spectro-

scopies

If
0

is the intensity, or radiant power, of monochromatic radiation entering a sample,

and is the intensity transmitted by the sample, then the ratio
0

is called the trans-

mittance of the sample and is given by the symbole . The percent transmittance

(% ) is equal to 100 . If the sample cell has a thickness b, and the absorbing compo-

nent has a concentration , then the fundamental equation governing the absorption

of radiation as a function of transmittance is

=
0

= 10 (3.10)

The constant is called the absorptivity and is a characteristic for a specific sample

at a specific wavelength. This equation using transmittance is usually transformed by

taking the logarithm to the base 10 of both sides of the equation and replacing
0

with

0 to eliminate the negative sign.

10

0 = (3.11)

The term
10

0 is given the symbol and is called the absorbance. The absorp-

tion law is commonly called Beer’s law and usually written as function of absorbance

as =

The product of the concentration and the thickness , is a measure of the relative

number of absorbing molecules in the infrared beam. The absorptivity a is constant

specific for the substance at a particular wavelength and also varies with the units

used for and . The absorbance is alternately given by

=
10

1 or =
10

100
%

Beer’s law is considered to be additive. In a mixture, the absorbance at a given

wavelength or wavenumber is equal to the sum of the values for each component,

=
X

(3.12)

Where the summation is over all the ¨components present.

3.4 Fourier Transform Infra Red

Infrared spectroscopy is a very useful technique for characterisation of materials, not

providing only information about the composition and the structure of molecules,
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but also morphological information. The advantages of infrared spectroscopy include

wide applicability, nondestructiveness, measurement under ambient atmosphere and

the capability of providing detailed structural information. Besides these intrinsic ad-

vantages (of the known as dispersive infrared spectroscopy), the more recent infrared

spectroscopy by Fourier transform (FTIR) has additional merits such as: higher sensi-

tivity, higher precision (improved frequency resolution and reproducibility), quickness

of measurement and extensive data processing capability (as FTIR is a computer based

technique, it allows storage of spectra and facilities for processing spectra). IR spectra

originate in transitions between two vibrational levels of a molecule in the electronic

ground state and are usually observed as absorption spectra in the infrared region. For

a molecule to present infrared absorption bands it is needed that it has a permanent

dipole moment. When a molecule with at least one permanent dipole vibrates, this

permanent dipole also vibrates and can interact with the oscillating electric field of

incident infrared radiation. In order for this normal mode of vibration of the molecule

to be infrared active, that is, to give rise to an observable infrared band, there must

be a change in the dipole moment of the molecule during the course of the vibration.

Thus, if the vibrational frequency of the molecule, as determined by the force con-

stant and reduced mass, equals the frequency of the electromagnetic radiation, then

adsorption can take place. As the frequency of the electric field of the infrared ra-

diation approaches the frequency of the oscillating bond dipole and the two oscillate

at the same frequency and phase, the chemical bond can absorb the infrared photon

and increase its vibrational quantum number by +1, or what is the same, increase its

vibrational state to a higher level.

As a first approximation, the larger the strength of the bond the higher the fre-

quency of the fundamental vibration. In the same way, the higher the masses of the

atoms attached to the bond the lower the wavenumber of the fundamental vibration.

As a general guide, the greater the number of groups of a particular type and more

polar the bond, the more intense the band.

The infrared spectrum can be divided into two regions, one called the functional

group region and the other the fingerprint region. The functional group region is gen-

erally considered to range from 4000 to 1500 1 and all frequencies below 1500 1

are considered characteristic of the fingerprint region. The fingerprint region involves

molecular vibrations, usually bending motions, that are characteristic of the entire

molecule or large fragments of the molecule. Thus these are used for identificati on.

The functional group region tends to include motions, generally stretching vibrations,

which are more localised and characteristic of the typical functional groups, found in

organic molecules. While these bands are not very useful in confirming identity, they

do provide some very useful information about the nature of the components that
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make up the molecule.

Basically an IR spectrometer is composed by the source, the monochromator and

the receptor. The ideal IR source would be one that would give a continuous and high

radiant energy output over the entire IR region. The two sources in most common

use are the Nernst Glower (heated up to 2200 ) and the Globar (heated to about

1500 ). In general, in all IR sources the radiant energy, which depends upon the

temperature of the source, is low in the far infrared, and to obtain sufficient energy the

slit width of the source has to be opened considerably with a corresponding decrease

in resolution. Between the source and the detector there must be some kind of device

to analyse the radiation so that an intensity can be evaluated for each wavelength

resolution element. There are two basic types, namely, monochromators, used in

dispersive instruments, and interferometers used in Fourier transform instruments. In

a monochromator, a prism or a diffraction grating is used, separating the components

of polychromatic radiation. For spectroscopic work a prism must be transparent to

the particular wavelength region of interest and the dispersion of the prism must

be as large as possible. The function of a grating, like that of a prism, is to provide

monochromatic radiation from radiation composed of many wavelengths. A diffraction

grating consists of a number of equally spaced slits, which diffract light by interference.

The theoretical resolving power of a grating may be expressed as , where is the

order of the spectrum and is the number of grooves or rulings on the grating. There

are basically two types of diffraction gratings, the transmission and the reflectance

types.

The final part of the spectrometer is the detector. The IR detector is a device

that measures the IR energy of the source that has passed through the spectrometer.

Their basic function is to change radiation energy into electrical energy, which can be

generated to process a spectrum.

In the case of FTIR spectroscopy the spectra are recorded in the time domain

followed by computer transformation into the frequency domain, rather than directly

in the frequency domain, as is done by dispersive IR spectrometers. However, in

spite such procedure seems more complicated, they have been outlined above the

advantages to be gained with FTIR. To record in the time domain, interference has to

be used to modulate the IR signal at a detectable frequency. This is done by means

of the well known Michelson interferometer, which is used to produce a new signal

(interferogram) of a much lower frequency which contains the same information as

the original IR signal. In the Michelson interferometer radiation leaves the source

and is split. Half is re flected to a stationary mirror and then back to the splitter.

This radiation has travelled a fixed distance. The other half of the radiation from

the source passes through the splitter and is reflected back by a movable mirror.



3. Optical characterization 52

Therefore, the path length of this beam is variable. The two reflected beams recombine

at the splitter, and they interfere. If the movable mirror moves away from the beam

splitter at a constant speed, radiation reaching the detector goes through a steady

sequence of maxima and minima as the interference alternates between constructive

and destructive phases. A simple sine wave interference pattern is produced. Each

peak indicates mirror travel of one half the wavelength of the laser. The accuracy of

this measurement system means that the IR frequency scale is accurate and precise.

In the FTIR instrument, the sample is placed between the output of the interferometer

and the detector. The sample absorbs radiation of particular wavelengths. Therefore,

the interferogram contains the spectrum of the source minus the spectrum of the

sample. An interferogram of a reference (sample cell and solvent) is needed to obtain

the spectrum of the sample. After an interferogram has been collected, a computer

performs a Fast Fourier Transform, which results in a frequency domain trace (i.e.

intensity vs. wavenumber) that is what one needs and knows. The detector used in

an FTIR instrument must respond quickly because intensity changes are rapid (the

moving mirror moves quickly). So, pyroelectric detectors or liquid nitrogen cooled

photon detectors must be used, while thermal detectors are too slow. To achieve a

good signal to noise ratio, many interferograms are obtained and then averaged. This

can be done in less time than it would take a dispersive instrument to record one scan.

3.5 Experimental

An iron silicide layer was produced by 195 + ion implantation with a dose

of 2x1017 Fe+/cm2 into a chemically cleaned p-type (111) wafer with a high current

implanter from the DANPHYSIK A/S. During the implantation the substrate was

heated at = 500 . After implantation, the samples were annealed in a 2 atmo-

sphere at 850 for 90 . X-ray di ffraction (XRD) pole figure ( = 0 154 )

and cross-sectional transmission electron microscopy (XTEM) were employed to check

the phase and orientation, the results indicated that the buried layers is grown epi-

taxially on (111) substrate with the relation of (202) / or (220) 2 (111) .

Experimental details and structural analysis will be published elsewhere [55].

The infrared (IR) transmittance spectra were taken at room temperature (RT) in

the range of 200 500 1 by a Perkin-Elmer 1430 spectrometer. Raman spectra

were measured at RT between 150 and 550 cm 1 by dispersive spectrometer combined

with a focal microscope. Laser produced light at 532 14 was used for excitation.

PL measurements at 12 K were performed using the 632 4 line of an

laser with an average excitation flux of 250 2 for exciting light source, and fo-

cused over a circular area of 0 3 in radius. The laser beam was chopped through
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an acousto-optic modulator at a frequency of 114 . The luminescence signal was an-

alyzed by a single grating monochromator and detected by a liquid nitrogen-cooled

detector for the infra-red (1 2 1 6 spectral region). Spectra were recorded with a

lock-in amplifier using the chopping frequency as a reference.

3.6 Results and discussion

The space group of 2 is Cmca
³

18

2

´
, N 64 [56]. The atomic structure of this

orthorhombic phase has been described by Dusausoy et al. [34]. The 2 have

a very complex unusual crystalline structure containing 48 atoms/unit cell. Fe atoms

were surrounded by eight atoms with slightly different distances, and we

can note that the iron atoms occupy two di erent sites ( and ) and since

this is also true for silicon ( and ) atoms.

The irreducible representations of each site were reported by Rousseau et al. [57],

the
1

,
2

and
3

modes are infrared-active and
1 1 2 3

modes are Raman-

active. The total of the expected modes is 72 including the 3 translations and 3

rotations of the whole crystal, and it agrees with the 3 modes ( =number of atoms

in the primitive cell=24) predicted by group theory. For the
18

2
structures, the u

modes (ungerade) are IR-active and the modes (gerade) are Raman-active while

the mode is a silent mode, not active in IR nor in Raman. Indeed, the dipolar

momentum operator transforms itself like the transition vectors and , i.e

respectively like ,
1 2

and
3

[58, 59].

The infrared (IR) transmittance spectra were taken at RT in the range of 200-500

cm 1 for different samples are shown in figure 3.3. We can assign the five main peaks

to the five active IR internal modes of the iron sites characteristic for 2 , their

frequencies are 263.79, 300, 310, 344 and 425 1. These frequencies are in very good

agreement with those previously published by Daraktchieva et al [4].

The IR spectra of the as-implanted samples and annealed samples at 850 C for

90 min are compared, and they show the process on the formation of 2;

the absorption at 310 1 can be explained by an initial nucleation of 2

precipitates during the implantation of iron into silicon substrate.

Figure 3.4 shows the Raman scattering spectrum obtained at RT from the

sample annealed at 850 C for 90 min. The crystalline silicon has a typical line at 520

cm 1. If the silicon becomes amorphous, this line disappears [60, 58]. The Raman

signals are clearly identified at 173 1, 192 3 1, 198 1 and 245 1 which are

found to originate from vibrational modes [61], reflecting the formation of

2 phase. In comparison with the annealed sample, the Raman peaks of the

as-implanted sample are located at 186.5, 240 and 507 1 (for the latter frequency
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Figure 3.3: IR Spectra of samples before (as-implanted at = 500 ) and annealing
in 2 atmosphere for 90 at 850



3. Optical characterization 55

150 180 210 240 270 300 330 360 390 420 450 480 510 540

0

1000

480 510 540

0

1000

2000

3000

4000

5000

6000

7000

8000

 T
i
=500 °C,  D=2x10

17
 Fe

+
/cm

2

 T=T
i
+850 °C     t=90 min       

In
te

n
si

ty
 (
a

rb
. 
u
n
it
s)

cm

 T
i
=500 °C,  D=2x10

17
 Fe

+
/cm

2

 T=T
i
+850 °C     t=90 min       

In
te

n
s
it
y
 (

a
rb

. 
u
n

it
s
)

cm

Figure 3.4: Raman scattering spectra at RT for the as-implanted and annealed sam-
ples.

see insert, figure 3.4), have smallest intensities and are red-shifted.

All experimental signals for 2 are slightly shifted toward lower energies

compared to those obtained theoretically [60]. This shift may be explained by the

stress caused during the implantation and the heat treatment.

PL spectrum at 12 for sample annealed at 850 for 90 is shown in

figure 3.5. The main feature is an intense peak at 0 811 with a line width of

approximately 17 and we assign this peak to optical radiative transitions intrinsic

to 2. This light emission, at the wavelength of 1 53 , corresponds to the

band gap energy of 2. The peak, the position of which coincides with that of

the well known 1 line emission (0 807 ) at high temperature due to the dislocations

in silicon matrix [62], must be come from the 2 precipitates in our case of PL

measurements performed at low temperature, as already reported [63].
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Figure 3.5: Photoluminescence spectrum of 2 precipitate layer at = 12
for the sample annealed in a 2 atmosphere during 90 at 850 .

3.7 Conclusion

The 2 phase was fabricated by IBS with a dose of 2x1017 + 2 in

(111) substrates at 500 followed by annealing at 850 for 90 . The infrared

transmittance spectra show the five mean peaks of 2. The Raman signals for

2 are slightly shifted toward lower energies. In PL measurements, the mean

intense peak was observed at 0 811 and we assign this PL peak to optical radiative

transitions intrinsic to 2. No PL emission was observed for the as-implanted

samples.
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4.1 Experimental details

The (111) p-type substrate was implanted with a 195 beam of 56 at a current

density of 11 2 and a dose of 2x1017 + 2, the tilt angle of the substrate

relative to the beam was 7 . The implantation was carried out at 440 . The as-

implanted samples were then annealed in 2 atmosphere at 900 for 4 .

Rutherford backscattering measurements were performed on the as-implanted and

annealed samples, with 1 7 + ions at a scattering angle of 170 between the

incoming and outgoing beam line, and the experimental spectra were analyzed with

Rump computer program [50]. XRD pole figure measurements were performed in

a 2 geometry using radiation. Raman spectra were measured at room

temperature ( ) between 150 and 600 1 by dispersive spectrometer combined

with a focal microscope. Laser produced light at 532 15 was used for excitation.

PL measurements were performed at 12 using the 633 4 line of the laser.

The emission was detected using a liquid nitrogen-cooled detector.

4.1.1 Results and discussion

Figure 4.1a shows the RBS spectrum of (111) sample in the as-implanted state

with an ion dose of 2x1017 + 2 at a substrate temperature of 440 , obtained

in the random direction. The arrows (labeled and ) indicate the energy for

backscattering from these elements at the surface. The Rump simulation of RBS

spectrum allowed to obtain the depth profiles of and elements (see figure 4.1b)

and to confirm the formation of buried 2 layer during the ion implantation.

Figure 4.2 shows the RBS spectra of the as-implanted and annealed samples. As

can be seen, the height of Fe signal decreases whereas the energetic width increases.

In the same time the signal, around channel 500, corresponding to the buried layer

is extended to the surface.

Figure 4.3a shows the XRD pole figures of the as-implanted sample. The poles are

measured with steps of 5 of and angles ( is the rotation angle around the surface

normal and is the tilt angle of the sample) in the whole range of and in the range

= 25 50 . The poles with heights of 33 18 42 70 and 56 97 are produced by the tails

of the (111) reflections (Its maximum is located at 2 = 28 443 ) of the substrate.

They give the orientation of the substrate. At the scattering angle 2 = 29 112 , the

poles with the heights of 5 57 6 84 and 6 88 which located at 85 35 200 40 and

315 35 in the coordinates respectively are (220) 2 (202) 2 re-

flections. This shows that the 2 crystals are oriented in the substrate. Fur-

thermore, the intensity peak in the centre of the pole figure indicates 2 crystals

with a fiber texture. Their epitaxial relationship is described as follows: (220) 2
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Figure 4.1: ( ) RBS spectrum for the as-implanted samples, ( ) and depth
profiles deduced from ( ).
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Figure 4.2: RBS spectra for the as-implanted and annealed samples.
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and / or (202) 2||(111) . It should be noticed that only a very small amount

of 2 phase was found in this sample.

The XRD pole figures of the annealed sample in 2 atmosphere at 900 for

4 are shown in figure 4.3b. As can be seen, the three poles near the centre and

at scattering angle 2 = 29 112 with the heights of 8 01 15 02 and 10 60 (with

: 150 30 260 40 and 10 30 respectively) are (220) 2 (202) 2

reflections. The other peaks are produced by the tails of (111) reflections at

2 = 28 443 .

These results indicate also the formation of epitaxial (220) and / or (202) 2

on the (111) substrate.

The intensities of three poles of 2 are increased in the case of the annealed

sample, attesting the increase in amount of 2 (width of a buried layer).

Figure 4.4 shows the Raman scattering spectra obtained at RT from the as-

implanted and annealed samples. The crystalline silicon has a typical line at 520 1.

If the silicon becomes amorphous, this line disappears [60, 58]. The Raman signals of

the annealed sample are clearly identified at 175 8 194 5 198 2 and 247 5 1, which

are found to originate from vibrational modes [61], reflecting the formation

of 2 phase. The additional weak peak at 303 5 1 is originated from

the silicon substrate (the phonon). In comparison with the annealed sample, the

Raman peaks of the as-implanted sample are located at 186 7 241 2 and 515 2 1,

have smallest intensities and are red-shifted. All experimental signals for 2 are

slightly shifted toward lower energies compared to those obtained theoretically [61].

This shift may be explained by the stress caused during the implantation and the heat

treatment.

PL spectrum obtained at 12 for sample annealed at = 900 for 4 is

shown in figure 4.5. The main feature is an intense peak at 0 81 with a line width of

approximately 29 and we assign this peak to optical radiative transitions intrinsic

to 2. This light emission, at the wavelength of 1 53 , corresponds to the

band gap energy of 2. The peak of PL measurements performed at low

temperature must be come from the 2 precipitates, as already reported [63].

It is important to notice that the peak position coincides with that of the well known

1 line emission (0 807 ) recorded at high temperature [62].

4.1.2 Conclusion

The 2 phase was fabricated by IBS with a dose of 2x1017 + 2 in

(111) substrates at 440 followed by annealing at 900 for 4 . The buried layer

is grown epitaxially on (111) substrate with the relation of (220) and/or (202)
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Figure 4.3: XRD pole figures for the as-implanted ( ) and annealed ( ) samples.
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Figure 4.4: Raman scattering spectra at RT for the as-implanted and annealed sam-
ples.
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Figure 4.5: PL spectrum measured at 12 of 2 layer for the annealed sample.
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2||(111) . The Raman signals for 2 are slightly shifted toward lower

energies. In PL measurements, the intense peak was observed at 0 81 which is

assigned to optical radiative transitions intrinsic to 2 silicide. No PL emission

was observed for the as-implanted samples.
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4.2 Experimental procedure

The semiconducting iron disilicide ( 2) samples were fabricated by implanting

at room temperature with a dose of 8x1017 + 2 and an energy of 195 into

a p-type single crystal (111) wafer. The ion source is a DANFYSIK high current

implanter operated at 20-200 keV with magnetic scan, current limit 10 mA, and

target station with possibilities to move large of heavy samples. The sample was tilted

by 7 to achieve a random implantation. After the implantation, all the samples were

annealed in nitrogen atmosphere at 850 for different times. Rutherford backscat-

tering measurements were performed on the as-implanted and annealed samples, with

1 7 + ions at a scattering angle of 170 between the incoming and outgoing

beam line, using a -surface barrier detector with resolution of 15 , and

the experimental spectra were analyzed with Rump computer program [50]. The phase

structure was monitored via 1 grazing-angle X-ray diffraction (XRD) with rotation

of samples using radiation. Cross-sectional transmission electron microscopy

(XTEM) analysis was applied for phase identification and structural characterization.

The infrared (IR) transmittance spectra were taken at room temperature (RT) in

the range of 150 550 1 by an Equinox55/Bruker spectrometer. Raman spectra

were measured at room temperature (RT) between 150 and 550 1 by dispersive

spectrometer combined with a focal microscope.

4.2.1 Results and discussion

Figure 4.6a shows the RBS spectrum of a (111) sample in the as-implanted state

at room temperature with an ion dose of 8x1017 + 2, obtained in the random

direction. The arrows (labeled and ) indicate the energy for backscattering from

these elements at the surface. The Rump simulation of RBS spectrum allowed to

obtain the depth profiles of and elements (see figure 4.6b) and to confirm the

formation of a intermixed layer during the ion implantation.

Figure 4.7 shows the RBS spectra of the as-implanted and annealed samples at 850

for different times. As it can be seen, the height of signal decreases whereas the

energetic width increases. In the same time the signal corresponding to the layer

is extended. Also oxygen and carbon were found in the annealed samples.

XRD profiles from the as-implanted and annealed samples are shown in figure

4.8. An annealing at 850 for di erent time , X-ray diffraction measurements show

diffraction peaks of the 2 phase and of and compounds. So

it can be concluded that ion implantation of such a high fluence at produces an
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Figure 4.6: ( ) Random RBS data for the as-implanted samples at RT. ( ) and
depth profile deduced from the RUMP analysis.
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Figure 4.7: RBS spectra for the as-implanted and annealed samples at 850 for
different times.
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Figure 4.8: XRD patterns of the as-implanted and annealed samples for different
annealing time at 850 .

amorphous layer of mixed with the implanted atoms. This layer does not recrys-

tallize epitaxially but rather in polycrystalline form with a more or less orientation of

the crystals; and 2 phase is polycrystalline with a crystallographic orientation

determined by the random orientation of crystals, this was verified by XRD pole

figures measurements (not shown), and no any indication of a preferred orientation of

the 2 crystallites maybe seen.

Figure 4.9 shows cross-sectional TEM images of the as-implanted and annealed

samples at 850 for 4 . The viewing direction is [110] of . The structure consists

of three layers in the as-implanted sample (figure 4.9a): a top layer of amorphous-iron

disilicide, a layer of ion implantation damage in the middle, and the crystalline silicon

substrate at the bottom. While the layer itself is relatively smooth the border between

amorphous Si (directly close to the interface) and crystalline is very rough. The

diffraction pattern (inset figure 4.9a) clearly indicates the existence of 2. In

the annealed sample (figure 4.9b), the layer is thicker and very rough (corresponding to

interface to ). Most of the grains run from the interface to surface. The examination

of the continuous layer confirms that, after this heat treatment, the nature of the layer

is not modified. However, the 2 layer becomes more homogeneous and flat

with a thickness of about 0 2 .

The infrared (IR) transmittance spectra taken at RT in the range of 150 550 1
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Figure 4.9: Cross-sectional TEM images of 195 + implanted (111) sub-
strate at RT with a dose of 8x1017 + 2: ( ) as-implanted, ( ) annealed in a 2

atmosphere at 850 for 4 . The inset (Fig. 4.9a) shows the corresponding electron
diffraction pattern of the 2
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Figure 4.10: IR spectra for the as-implanted and annealed samples.Inset shows the
latter transmittance for the as-implanted sample.

for as-implanted and annealed samples are shown in figure 4.10. The five main peaks

can be assigned to the five active IR internal modes of the iron sites characteristic

for 2, their frequencies are 262 4 295 1 310 345 3 and 422 2 1. These

frequencies are in a good agreement with those previously published by Daraktchieva

et al.[4].

The IR spectra of the as-implanted and annealed samples at 850 for different

time are comparable and they reveal the formation of 2 phase. The absorption

at 310 1 can be explained by an initial nucleation of 2 precipitates during

the implantation of iron into silicon substrate (for the latter transmittance see inset,

figure 4.10). Figure 4.11 illustrates the Raman scattering spectra obtained at RT from

the as-implanted and annealed samples for different annealing time at 850 . As it

can be seen, no lines were detected in the as-implanted sample, because the amount

of 2 is too small. In comparison with the annealed sample, the Raman peaks

have different intensities, which are vibrational modes [61], reflecting the

formation of 2 phase. We notice that all experimental peaks are red shifted
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Figure 4.11: Raman scattering spectrum at RT for the as-implanted and annealed
samples.

compared to those obtained theoretically [61]. This shift may be explained by the

stress caused during the implantation and the heat treatment.

4.2.2 Conclusion

2 phase was fabricated by IBS with a dose of 8 1017 + 2 in (111)

substrates at followed by an annealing at 850 for different times. 2 phase

is polycrystalline with a random crystallographic orientation. The IR transmittance

spectra show the five main peaks of 2, and the absorption at 310 1 indicates

the initial nucleation of 2 precipitates during the implantation. The Raman

signals for 2 are slightly shifted toward lower energies.



Summary

A buried layer of iron disilicide was synthesized by ion implantation in (1 1 1) Si p-type 

maintained at 500 °C using 195 keV Fe ions with a dose of 2 x 1017 at./cm2
, followed by 

annealing in a N2 atmosphere at 850  °C  for 90 min. The investigation of the phase 

composition is carried out by Rutherford backscattering spectrometry (RBS), whereas the 

structural characterization is obtained by means of both X-ray diffraction (XRD) pole 

figure and cross-sectional transmission electron microscopy (XTEM). The precipitates 

favor epitaxial growth with respect to (1 1 1) Si planes with epitaxial relationships (2 2 0) 

-FeSi2 || (1 1 1) Si and/or (2 0 2) -FeSi2 || (1 1 1) Si. A mixture of -FeSi2 and -FeSi2

silicides is observed in the as-implanted state. After annealing of the samples at 1000 °C,

the XRD pole figures show the transition from -phase to -phase.  

Semiconducting iron disilicide ( –FeSi2) was prepared also by ion beam synthesis (IBS) 

in (111)Si P-type by implantation at 440 ˚C of  195 KeV Fe  ions with a dose of 2x10
17

Fe
+
/cm

2
 followed by annealing in a N2 atmosphere at 900 ˚C for 4 h. The buried layer is 

grown epitaxially on (111)Si substrate with the relation of (220) and/or (202) -FeSi2 || 

(111)Si. 
The processes in the synthesis of a thin layer of the semiconducting iron silicide          

( -FeSi2) on the surface of a single-crystal (111)Si substrate by implantation of 195 KeV 

Fe ions with a dose of  8x10
17

 Fe
+
/cm

2
 are investigated and -FeSi2 phase is 

polycrystalline with a crystallographic orientation determined by the random orientation 

of Si crystals. 

The Thin -FeSi2 layers in all cases have been characterized by means of infrared and 

Raman spectroscopies. The infrared (IR) transmittance spectra show the absorption at 

310 cm-1
 as an indication of the initial nucleation of -FeSi2 precipitates during the 

implantation of iron into silicon substrate. The shift in Raman signals may be explained 

by the stress caused during the   implantation and the heat treatment or due to crystalline 

defects of -FeSi2.   The main feature of the photoluminescence (PL) measurements at 

12 K in the   -FeSi2/(1 1 1)Si samples is an intense peak localized at 0.811 eV. This peak 

is assigned to optical radiative transitions intrinsic to -FeSi2.
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Structural and optical properties of iron silicides

synthesized by ion implantation 
Abstract

A buried layer of iron disilicide ( –FeSi2) is prepared by ion beam synthesis (IBS) in

(1 1 1) Si P-type by implantation of  195 KeV Fe  ions with a dose of 2x10
17

 Fe
+
/cm

2

followed by annealing in nitrogen atmosphere between 850 and 1000˚C for different

times. The investigation of the phase composition is carried out by Rutherford 

backscattering spectrometry (RBS), whereas the structural characterization is obtained by 

means of both X-ray diffraction (XRD) pole figure and cross-sectional transmission

electron microscopy (XTEM). The precipitates favor epitaxial growth with respect to (1 1 

1) Si planes with epitaxial relationships (2 2 0) -FeSi2 || (1 1 1) Si and/or (2 0 2) -FeSi2

|| (1 1 1) Si.

For optical properties, the thin -FeSi2 layers have been characterized by means of 

infrared and Raman spectroscopies. The infrared (IR) transmittance spectra show the 

absorption at 310 cm
-1

 as an indication of the initial nucleation of -FeSi2 precipitates

during the implantation of iron into silicon substrate. The Raman signals for -FeSi2 are 

slightly shifted toward lower energies. The main feature of the photoluminescence (PL) 

measurements at 12 K in the -FeSi2/(1 1 1)Si samples is an intense peak localized at 

0.811 eV. This peak is assigned to optical radiative transitions intrinsic to -FeSi2.
Keywords: Ion beam synthesis; –FeSi2; RBS; XRD pole figure; TEM; IR; Raman spectroscopy; PL.

Propriétés structurales et optiques de siliciures de fer

synthétisés par implantation ionique 
Résumé:

Une couche enterrée du disiliciure de fer semiconducteur -FeSi2 est préparée à l'aide de 

faisceau d'ions (IBS) dans un substrat (111)Si de type P.  La couche est obtenue par 

implantations d'ions de fer, avec une  dose de 2x10
17

 Fe
+
/cm

2
 et une énergie égale à 195 

KeV, suivie d'un recuit thermique effectué sous atmosphère de gaz inerte entre 850 et 

1000°C pendant différents temps de maintien. L'analyse quantitative de la phase formée

est réalisée à l'aide de la spectroscopie d'ions rétrodiffusés de Rutherford (RBS). 

La diffraction des rayons X en figures de pôle (XRD) et la microscopie électronique à 

transmission en coupes transversales (XTEM) sont utilisées pour les caractérisation 

structurales et microstructurales.

L'étude montre que la croissance des précipités -FeSi2 sur le substrat (111)Si est 

épitaxiale  suivant la relation épitaxiale  (220) -FeSi2 //(111)Si et/ou  (202) -FeSi2

//(111)Si.

Les spectroscopies infra-rouge (IR) et Raman sont mises en œuvre pour la caractérisation 

optique des échantillons. Les spectres IR en transmission montrent une absorption à 310 

cm
-1

, ce qui atteste de la nucléation initiale de précipités -FeSi2 durant l'implantation

Fe
+
 dans (111)Si. Les raies Raman relatives au composé -FeSi2 sont légèrement décalées 

du côté des faibles énergies. La caractérisation principale des mesures de 

photoluminescence (PL), effectuées à 12 K, dans la structure -FeSi2 /(111)Si est 

l'apparition d'un pic intense localisé à 0,811 eV. Ce pic est assigné aux transitions 

optiques radiatives intrinsèques à la phase semiconductrice -FeSi2.
Mots clés: IBS; -FeSi2; RBS; XRD en Figures pole; TEM en coupes transversales;

Spectroscopies IR et Raman; Photoluminescence (PL).


